Online Safety Branch, Content Division
Department of Infrastructure, Transport, Regional Development and Communications
GPO Box 594

RE: Consultation on a new Online Safety Act

To Whom It May Concern: Thank you for the opportunity to provide feedback into the
Online Safety Legislative Reform. | am writing to express my feedback as a security and
privacy advocate, as well as an Australian Citizen.

While it is positive to see the bill addresses the unaddressed power technology companies
have in remaining complicit in the distribution of non-consensual content online, it is
concerning to see that the bill does not address the lack of transparency and unaccountable
approach that the E-Safety Commissioner does and will continue to take.

Issue One: Operations of the E-Safety Commissioner

The primary concern is in its current form the E-Safety Commissioner is a single unelected
official who can make decisions about online content with very little oversight, transparency
or consequence. This puts Internet consumers at the mercy of the biases and beliefs of this
official.

An example of this is our current commissioner Julie Inman Grant who was appointed in
2017, Grant also sits on the board of WeProtect Global Alliance?, a non-profit organisation
whose focus is in decreasing the proliferation and accessibility of child abuse images.
However, the birth of the WeProtect came from Prime Minister David Cameron
announcement in July, 20132 the new UK-US taskforce the focus was not only in making the
Internet a safer place for children but also cracking down on online pornography.

A non-for-profit whose origins lie in the management of child safety and the reduction of
online pornography runs the risk of conflating these two issues and imposing moral values
not shared by the wider community. That is to say that decreasing the proliferation and
accessibility of child abuse images should be the sole goal.

As part of sitting on this board our current commissioner risks introducing these biases into
the very system that aims to protect young children. Further adding to this point is that the
current government website for the E-Safety Commissioner lists “sexually explicit”® material
along-side other prohibited material such as:

e matters of crime or violence

e instruction in paedophilia

e advocates terrorist acts

1 https://www.weprotect.org/alliance/governance/board-members/
2 https://www.gov.uk/government/speeches/the-internet-and-pornography-prime-minister-calls-for-action
3 https://www.esafety.gov.au/report/illegal-harmful-content




e depicts gratuitous depictions of violence and sexual violence
The concern here is that “is sexually explicit” is incredibly vague and does not distinguish
between material that is sexually explicit and legal, and sexually explicit and illegal. Leaving
a lot of room for subjectivity and interpretation which is not an appropriate framework for
making decisions about content regulation.

If the commissioner, who as previously mentioned, is not elected and faces no real
transparency requirements deems the matter requires investigation, the commissioner can
take the following action:

e [ssue a removal notice requiring the content to be removed.

e Issue a remedial notice requiring the content to be subject to a ‘restricted access
system’ or to stop hosting the material.

e Issue a link deletion notice requiring any links to the content to be deleted, or-issue
an app deletion notice requiring services to stop enabling Australian users from
downloading an app.

This continues to highlight the concern that legal hosting of sexually explicit material is
removed or punished because the commission determines it goes against their own moral
values rather than poses a real harm.

Furthermore, the commissioner is not required to justify their reason to pick to investigate
some reports and not others. While the official website outlines that there is a priority given
to reports of child sex abuse reports*, there is no requirement for statistics on enforcement
and compliance patterns to be published.

While reporting statistics are provided in the Australian Communications and Media
Authority & Office of the E-Safety Commissioner Annual Report® there is no mention of
enforcement and compliance patterns. Therefore, the public will not know how many
complaints have been made against various people, services, or companies or why some
content is subject to some actions and not others. Consequently, there is no way for the
public to determine how much harm is being prevented by the commissioner.

Additionally, with the list of actions the commissioner can take, there is no ability for a user
to respond to (re: edit) their content to ensure that it complies with the proposed
framework, as there is no clear definition of what is harmful.

As it currently stands sexually explicit material is considered “RC” if it contains violence,
sexualised violence, coercion, sexually assaultive language, fetishes, or depictions which
purposefully demean anyone, even if it is between consenting adults. This results in a
narrow definition of what is considered harmful and by default assumes — as demonstrated
by the groupings — fetish material is considered dangerous, with the potential inclusion of
sexual acts such as rough sex (described as depictions which purposefully demean anyone)
and dirty talk (described as sexually assaultive language).

4 https://www.esafety.gov.au/report/illegal-harmful-content/what-we-can-investigate
5> https://www.acma.gov.au/sites/default/files/2019-06/ACMA OeSC-annual-reports-2017-18-pdf.pdf




The National Classification Scheme is currently being reviewed with submissions closing on
February, 19 2020° - the results of which are still inconclusive, and the government is yet to
come up with a way to refresh the system, therefore we should not be reproducing and
making this classification system a dependency in which we base the proposed Online
Safety Act. The government should allow the people of Australia to have their say on the the
National Classification Scheme and then address the Online Safety Act.

Issue 2: Non-Consensual Sharing of Intimate Images

A positive portion of the bill is that it creates a system for people depicted in intimate
images to have recourse and can complain about their images being posted online. These
images which include pictures of the genitals, anus or breasts, intimate activities (such as
undressing or sexual acts) where there is a reasonable expectation of privacy.

This portion although positive is not equitable as stated in part one of this response, the E-
Safety Commissioner holds power of who and what to investigate and issuing notice. If the
E-Safety Commissioner holds a bias towards a reporter, such as a sex worker who has had
intimate pictures taken without their consent, they may opt to not investigate.

Which continues to demonstrate the importance of oversight and accountability to ensure
all complaints are handled fairly and equitable, regardless of personal beliefs, biases or
stigma. If the commissioner cannot act fairly in favour of some, then the commissioner
cannot act fairly for all.

Additionally, the existing section does not recognise the withdrawal of consent and limits on
consent. A person may consent to have their intimate images posted online for a particular
purpose, for example advertising on an escorting website, as part of an art installation, for
personal usage) however, may not consent for the publication on other purposes.

The bill should be amended to recognise that people may consent to the collection and
dissemination of intimate images for one purpose but this does not permit the collector to
use or disseminate the images for another reason. Furthermore, the bills needs to include
provisions that recognise people may withdraw their consent for the posting of intimate
images at any time.

Finally, the government and E-Safety Commissioner should be engaging with sex workers,
businesses and technology providers to ensure that people who do sell sex work, intimate
images or other explicit material are included and consulted as part of legislation, bills and
other initiatives.

Many sex workers already work to prevent minors from accessing inappropriate material
through paywalls, 18+ warnings and age verification processes — however are still often
treated as a problem or liability for online safety.

6 https://www.communications.gov.au/have-your-say/review-australian-classification-regulation




The reality is, by trying to push sex workers out of the discussion and prevent them from
using, advertising, or selling services online, there is a high likelihood of pushing sex workers
further underground which introduces risk that workers will be further harmed, whether
online, in-person, or through systematic structures the government allows to be built.

Thank you for taking the time to read this submission.



