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FOR PUBLIC DISTRIBUTION 

 

Dear Australian Department of Infrastructure, Transport, Regional Development, Communication and 

the Arts  

 

Re:  Submission Regarding the Online Safety (Basic Online Safety Expectations) Amendment 

Determination 2023  

 

Thank you for the opportunity to comment on the Online Safety (Basic Online Safety 

Expectations) Amendment Determination 2023. We are submitting a joint comment in collaboration 

with Butterfly Foundation, the national charity for Australians who are affected body image and eating 

disorder challenges, and for those who support them. Dr Jasmine Fardouly, Ms Jade Gurtala, and 

Associate Professor Marilyn Bromberg wrote these submissions, which use material from their 

submissions to the Department of Commerce of The United States of America regarding their NTIA 

Initiative to Protect Youth Mental Health, Safety & Privacy Online in 2022. 

Dr Jasmine Fardouly is a Research Fellow in the School of Psychology at the University of New 

South Wales, Australia. Dr Fardouly has been researching the positive and negative impact of social 

media use on the body image and mental health of youth for the past 10 years. Ms Jade Gurtala is 

currently completing a Master of Clinical Psychology and works as a research assistant for Dr Fardouly. 

Ms Gurtala has been researching the impact of social media on body image for the past 2 years. Associate 

Professor Marilyn Bromberg is a practising lawyer and legal scholar at the University of Western 

Australia. Associate Professor Bromberg has around 15 years of experience investigating both Social 

Media Law and Body Image Law in Australia, the United States, Canada, and internationally.  



 

Together we seek to inform the Australian Department of Infrastructure, Transport, Regional 

Development, Communication and the Arts of the emerging scientific evidence for the harms and 

benefits of social media use for the body image of users, especially children. We strongly advocate that 

the Online Safety (Basic Online Safety Expectations) Amendment Determination 2023 (“Amendment”) 

modify the Online Safety (Basic Online Safety Expectations) 2022 (Cth) (“Expectations”) so that the 

Expectations include a core expectation in section 11 that requires service providers to try to minimise 

the amount of content that could negatively impact body image due to the proliferation of images or 

videos of unattainable beauty ideals and/or pro-eating disorder on social media that harm countless 

Australians. We believe that making this change could help protect young Australians from the harmful 

effects of social media on body image and eating disorders. 

Specifically, we argue that: 

1. The strongest scientific evidence available for the harm of social media on body image is the pervasiveness of 

images and videos available on popular platforms that contain or promote narrowly defined and unattainable 

societal beauty ideals. 

2. Existing algorithms within platforms that work to increase users’ engagement and time spent on social media 

through the dissemination of personalised content can unintentionally create toxic and triggering environments for 

vulnerable users, especially children. Algorithms may also inadvertently demote or limit the visibility of content 

containing larger bodies as they may not maximise user engagement or attract brand endorsements. This can create 

an online environment that is biased towards a specific (thin-ideal) body type and contribute to the perpetuation of 

unrealistic beauty ideals. Consequently, we recommend the BOSE amendments require transparency and 

independent audits of the function of these algorithms (i.e., recommend systems) to ensure that they do not 

prioritise content that is harmful to body image and eating disorders, especially for children (i.e., those under 18 

years). Additionally, platforms should more widely publicise safety functionality, such as the ability to reset the 

algorithm on TikTok. 

3. There is emerging evidence for the benefits of viewing social media content containing natural unedited bodies and 

content containing diverse body shapes and sizes for the body image of youth. Social media algorithms could be 

employed to promote more natural unedited bodies with diverse shapes and sizes to reduce the harm of social 

media use on the health of children. Pro eating disorder content needs to be blocked on platforms, as is currently 

the case with Meta and TikTok platforms, prompting a pop up with the Butterfly National Helpline. However, pro 

eating disorder content is not always easily identifiable, and platforms need to continue or commence working with 



 

organisations such as Butterfly to identify what is problematic content. Please see our comments below that contain 

more detailed information regarding the points above and with links to pertinent literature. Please feel free to 

contact us if you would like to discuss the above further. 

 

Sincerely,  

Dr Jasmine Fardouly 

UNSW, Sydney 

 

Ms Jade Gurtala 

UNSW, Sydney 

 

Associate Professor Marilyn Bromberg  

The University of Western Australia 

 

 

 

 

 

 

 



 

The harms for body image and eating disorders that social media and other online platforms 

facilitate 

The most popular social media platforms used by youth, such as TikTok, Instagram, YouTube, 

and Snapchat, are primarily made up of images and videos.1,2,3 These highly visual environments can 

provide a heightened focus on one’s physical appearance and are often a breeding ground for the 

promotion of narrowly defined and unattainable societal beauty ideals, which can have negative 

consequences for users’ body image and eating disorder symptoms.  

Body image is defined as a person’s thoughts, feelings, and perceptions regarding the way they 

look.4 Body image concerns can develop early in life, with girls as young as 6 years old reporting a 

desire to be thinner and dieting to lose weight.5 These concerns often increase during early 

adolescence.6,7 Childhood and adolescence are thus highly vulnerable periods for the onset of body 

image concerns. Indeed, adolescents of different genders and cultural groups have reported high rates 

of body dissatisfaction for decades,8,9,10 with evidence suggesting that these concerns have further 

increased among youth since the onset of the COVID-19 pandemic.11 Butterfly’s Body Kind Youth 

Survey (2022) found that almost half of young people reported being dissatisfied with their looks, with 

nearly 1 in 3 (30%) being ‘mostly’ or ‘completely’ dissatisfied with how their body looks.  The high 

prevalence of body dissatisfaction among young people is alarming because these concerns are a strong 

predictor for clinical eating disorders12,13 and a predictor for future depressive episodes.14 Heightened 

body dissatisfaction is also associated with greater engagement in unhealthy behaviours among 

adolescents including smoking and high-risk drinking behaviours15,16 and use of anabolic steroids in 

boys.17  Body dysmorphia, in relation to body shape and size, is a common symptom for 

individuals experiencing eating disorders. For these reasons, governments worldwide have labelled 

body image as a significant public health concern.  

Social media users tend to view and selectively present the most attractive versions of 

themselves and others online, making societal beauty ideals highly prevalent on these platforms.18,19 

Beauty ideals are largely socially constructed and often change over time.20 The ideals are gendered and 



 

often restricted to one body size, shape or look, making them unattainable for most of the population, 

apart from a select number of individuals who are genetically predisposed to possess those physical 

characteristics.21,22 Concernedly, beauty ideals may stray further from reality with the recent introduction 

of hyper-idealised and sexualised AI influencers (i.e., virtual avatars) entering the social media 

economy. The prevalence of AI influencers is likely to increase with the recent release of publicly 

available tools that make the creation of hyper-human AI influencers easy. 

A large body of experimental evidence shows that viewing content on social media that contains 

and/or promotes beauty ideals can be harmful to viewers’ body image, mood, and eating disorder 

symptoms23, 24 because it facilitates negative appearance comparisons and internalisation of beauty 

ideals.25, 26, 27 Research suggests that certain components of the social media domain, such as appearance-

based comments or receiving a greater number of “likes”, can further enhance the negative effects of 

viewing ideal social media content on body image.23 Receiving or viewing positive comments or likes 

on appearance-related content may reinforce the internalisation of appearance ideals and the notion that 

one’s appearance is highly valued above other aspects of self.53 Reducing the prevalence of content 

containing or promoting unattainable beauty ideals on social media is vital to reduce the harm of these 

online environments on body image and eating disorders for all users, especially children. 

Social media and other online platforms also allow for the creation and promotion of content in 

the form of images, videos, or comments, that actively encourage eating disorder thoughts and 

behaviours (i.e., pro-eating disorder content) either in public domains or private groups. While platforms 

have attempted to moderate and remove pro-eating disorder content from their platforms, and encourage 

help-seeking via a pop up with the Butterfly National Helpline contact details, current approaches are 

ineffective at circumventing the ever-evolving hashtags and terminology used to define such content 

within eating disorder communities. Additionally, eating disorder content can be highly nuanced, 

making it difficult for non-clinicians to identify potentially problematic content. Quickly and effectively 

identifying and removing pro-eating disorder content online is imperative to stop the development and 

maintenance of eating disorders among vulnerable youth. 



 

The benefits for body image and eating disorders that social media and other online platforms 

facilitate 

Social media can serve as a platform for promoting content that promotes appreciation and 

acceptance of all appearances and bodies through visual depictions of individuals with diverse types, 

shapes, and sizes and text conveying positive body image messages.110 There is evidence that viewing 

this type of content improves various body image outcomes, including positive mood, body satisfaction, 

and body appreciation, in comparison to viewing idealised or non-appearance-focused posts.108, 23, 109, 111 

The strongest evidence available for positive body image content is for the benefits of looking at content 

depicting diverse bodies with different shapes and sizes.23, 112 Emerging research also suggests that 

naturalistic content that has not been edited or enhanced and content with quotes challenging beauty 

ideals and the acceptance of all bodies may be less harmful to body image compared to idealistic 

content,113-116  and may even improve users’ body image outcomes.117-119 Searching for body-positive or 

body-neutral content on social media often brings up harmful appearance ideal content. Thus, users must 

think critically when engaging with potentially positive content for body image within online 

environments. This is an emerging and evolving field of research, but it shows there is potential for 

some specific online content (e.g., natural and diverse bodies) to be beneficial for body image.  

Educating people to critically question the messages and unrealistic images that they see may 

reduce the negative impacts of social media. Greater social media literacy can reduce the risk 

of developing eating disorders and improve resilience and wellbeing45. Increasing social 

media literacy skills can allow individuals to:  

• Understand the role media plays in shaping our society views on beauty, health, and 

appearance;  

• Identify how marketing and advertising works and the persuasive techniques used;  

• Recognise the bias and misinformation and the ways they can be manipulated;  

• Develop media messages that are positive and helpful; and 

• Apply critical thinking to a wide range of issues.  



 

The specific design characteristics that most likely lead to harms or risks for body image and 

eating disorders 

The specific design characteristics on social media that we believe are most likely to harm the 

body image and eating disorders of users, especially children, are (1) the availability and ease of access 

to beauty filters, (2) the use of algorithms that can promote content containing beauty ideals or pro-

eating disorder content, and (3) exposure to advertisements promoting appearance-altering products and 

procedures to meet beauty ideals (e.g., weight loss, cosmetic procedures).  

Beauty filters 

The availability and use of beauty filters on social media platforms further exacerbate the 

unattainability and promotion of restricted beauty ideals.28 Beauty filters are virtual tools that allow users 

to enhance and conform their facial or bodily appearances to beauty ideals online in real-time and are 

freely available on many visually-based social media platforms.1,3 Over time, social media platforms 

have increased the accessibility of beauty filters for users, with features such as Snapchat’s “Lens 

Explorer” and “Lens Studio”, and Instagram’s “Browse Effects” which allow access to libraries of facial 

filters that users can freely explore and experiment with.29,30 The endorsement of beauty filters among 

children is significant with a study reporting that 80% of girls have utilised a filter or an appearance-

editing application to modify their appearances in photos by age 1331 and another study reporting that 

female children as young as 10 years of age utilise beauty filters to create idealised versions of 

themselves on social media.32 These beauty filters are often hyper-realistic, making it difficult for users 

to differentiate “filtered” appearances from reality, thus fostering unrealistic expectations about one's 

own appearance.33,2 Further, beauty filters may increase negative self-perceptions by accentuating and 

highlighting certain facial features that individuals possess that do not meet current beauty ideals.34 

Adolescents who edit images of themselves report heightened body image concerns, increased 

tendencies to compare appearance with others, and critically over-evaluate their appearances.35-37 

Further, beauty filters have been linked with an increase in the prevalence of body dysmorphic disorder38 

and there is a growing body of evidence that links the use of beauty filters to greater consideration and 



 

acceptance of cosmetic surgery.39-45 Indeed, recent reports indicate that an increasing number of 

adolescents are undergoing cosmetic procedures, with rhinoplasty (i.e., reshaping of the nose) being the 

most popular procedure.46,47 Further, there is anecdotal evidence of an increasing trend in cosmetic 

procedures in which individuals present to cosmetic consultations with filtered images of themselves to 

demonstrate their desired appearance.48 Thus, the ease of access to beauty filters on social media is 

concerning for the body image of youth because those filters make the beauty ideals increasingly 

artificial, unattainable, and prevalent.  

Algorithms/recommender systems  

Social media platforms are profit-driven, and their business models often rely on advertising 

revenue and levels of user engagement.55,97 This can incentivise platforms to prioritise content and 

features that maximise user engagement and time on social media, even if it means prioritising 

appearance-focused content that may contribute to negative outcomes for users. Algorithms play a 

significant role in determining what content users are exposed to. For example, the YouTube algorithm 

was reported to be responsible for 70% of what users viewed in 2018.98 Algorithms learn and predict 

user preferences to deliver content that users are more likely to interact with (e.g., liking, resharing, or 

saving content).99,100 This can create ‘bubbles’ in which users are repeatedly exposed to content that 

reinforces their existing beliefs and preferences.100 If vulnerable youth seek out or engage with idealised 

or pro-eating disorder content initially, the algorithms may amplify its presence in their feed, creating a 

potentially toxic social media environment that is dominated by idealised content in which unattainable 

beauty ideals are constantly being promoted and reinforced. Constant exposure to unattainable standards 

of beauty can lead to increased social comparison, feelings of inadequacy, body image concerns, and 

lowered self-esteem.25, 27  

Emerging research investigating the TikTok algorithm has shown that significantly more 

appearance-focused videos are shown to TikTok users with clinical eating disorders compared to those 

without eating disorders, and the number of appearance-focused videos shown to TikTok users is 

positively associated with the number of eating disorder symptoms they experienced that month.101 



 

Further, the study found that it took an average of 3 minutes on the platform for a new TikTok user to 

be shown an appearance-focused video and new users were shown an average of 19 appearance-focused 

videos in their first 30 minutes on the platform.101 These results are concerning given that being exposed 

to less than 2 minutes of appearance-focused TikTok videos can increase appearance dissatisfaction, 

negative mood, and self-objectification.33  

Social media algorithms may inadvertently demote or limit the visibility of content containing 

larger and unedited bodies as they may not maximise user engagement or attract brand endorsements. 

This can further create an online environment that is biased towards a specific (thin-ideal) body type 

and contribute to the perpetuation of unrealistic beauty standards. Content with diverse body types may 

not reach a wider audience, which can hinder efforts to promote body positivity and body acceptance. 

Further, idealised and sexualised content are often subject to more user interactivity and engagement 

(i.e., more likes, comments, and shares),123 which can lead to these posts being prioritised by platform 

algorithms. Brands may also be more inclined to advertise on or sponsor this type of content, further 

promoting it and making more diverse content less prominent on users’ social media feeds.97 This 

dynamic can create ‘echo chambers’ where content that aligns with narrow beauty ideals gains more 

visibility and sponsorship, while diverse and less harmful content may not be disseminated as widely. 

This can impede efforts to diversify representations of beauty and make it more difficult for users to 

view body-positive content, contributing to unrealistic beauty standards. Overcoming these barriers 

requires more inclusive algorithms and content policies that promote diverse and unedited bodies. 

Advertisements 

Social media platforms are host to advertisements promoting appearance-altering products and 

procedures to meet beauty ideals.56, 57 Research suggests that viewing advertisements promoting 

cosmetic procedures, weight loss or management, muscle building or other appearance alterations 

increases body dissatisfaction.58-62 Although some social media platforms have provided guidelines for 

advertisers to follow,63 marketing through influencer partnerships is becoming increasingly common,64 

which can bypass these guidelines to promote their products and procedures to consumers.65 Influencer 



 

marketing has been reported to be more effective than traditional forms of advertising66 and research 

has found that social media users find it difficult to differentiate between advertising and non-advertising 

content on social media, particularly when influencers present and edit these types of content similarly.67 

Thus, children are likely to be exposed to advertisements for appearance-altering products on social 

media that could be harmful to their body image and risk eating disorders. 

Current approaches by platforms to reduce harm to body image and eating disorders 

Current policies implemented by social media platforms to protect against body image and 

eating disorder harms include content regulation (e.g., Instagram utilises machine learning to identify 

and subsequently screen/remove hashtags that share eating disorder content104) and advertisement 

policies that restrict the promotion of certain goods and services (e.g., unsafe weight loss products and 

plans63). Further, TikTok has banned advertisements for fasting apps and weight loss supplements105 

and Facebook and Instagram advertisements are restricted from including ‘before’ and ‘after’ images.63 

A recent inquiry made by the U.K. Parliament found that current policies and measures are insufficient 

in protecting users from body image harms on social media and that more needs to be done.106  

Implementing policies that restrict or prohibit advertisements promoting appearance-altering 

products and procedures for youth can protect vulnerable users from potentially harmful messaging and 

ensure that any content related to appearance enhancements is presented responsibly and transparently. 

Removing beauty filters from platforms can help counteract the propagation of unrealistic beauty 

standards. Artificial intelligence (AI) can be applied to both exacerbate and alleviate risks of harm in 

this area.  It is crucial for platforms and developers to carefully consider the ethical implications of these 

technologies and implement them in ways that prioritise the well-being and safety of children. AI has 

the potential to help alleviate harm to the body image of children through AI-powered content 

moderation and via algorithms promoting diverse representations of bodies and appearances. AI could 

be utilised to detect and remove harmful content to create a safer environment for children, such as 

removing images or videos with unrealistic beauty standards, risky appearance-altering practices, and 

pro-eating disorder messages.108, 109 Further, platforms could offer age-based algorithms for adolescent 



 

accounts (e.g., algorithms that filter out sexualised content) to promote a safer, more positive online 

experience for children. 

The Amendment to the Determination 

We support the significant changes that the Amendment, if passed, will make to the Expectations. We 

believe that these changes have the potential to make the online environment safer for Australians. We 

note, in particular, that the Amendment adds a requirement to the Determination for service providers 

to ‘take reasonable steps to ensure that the best interests of the child are a primary consideration in the 

design and operation of any service that is used by, or accessible to, children’.  

With this in mind, we refer to our comments earlier in this submission about children being negatively 

impacted by seeing countless images of the beauty ideal on social media, among other issues that can 

harm children online. Consequently, we respectfully suggest that other Amendments are made to the 

Determination in a similar vein: 

1. section 11 of the Determination currently requires service providers to take ‘reasonable steps’ to try to reduce 

certain material, such as ‘cyber-bullying material targeted at an Australian child’ and ‘a non-consensual intimate 

image of a person’. We suggest that this section is modified so that material that promotes narrowly defined beauty 

ideals that are unattainable for most people without appearance altering procedures or products are included in this 

section; also the removal of pro eating disorder content including content that depicts restrictive eating or food 

compensatory behaviours;  

2. the Determination allows vetted researchers to have access to data from social media that is in the public interest. 

This is particularly important for body image, since the documents that whistleblower Frances Haugen released 

from Meta showed that Instagram contributed to its users’ body image challenges but its staff chose not to 

implement significant changes to address this.124 

3. the Determination mandates transparency and independent audits of algorithms to ensure that they do not promote 

harmful content to children. Further, algorithms aimed at promoting user engagement are removed entirely for 

children’s accounts. This would reduce the prevalence of harmful content being promoted to children. 

4. stopping appearance-altering advertisements from children’s social media accounts, which would require more 

accuracy concerning the age of account holders; and 

5. removing beauty filters from children’s accounts.  



 

We strongly believe that the above are significant, practical changes that are feasible from a legal 

perspective. 
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